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The impact of the hurricanes in Florida are so important at different levels of the society that there is a high priority need to provide a range of users with information of sufficient fidelity to enable effective planning for and response to potential hurricane events. With this objective, this project will provide the Grid enablement of Hurricane applications based on the open source Weather Research and Forecasting (WRF) parallelized model code and visualization tools adapted to Hurricane model use. The goal of an operational system to mitigate the impact of hurricanes would necessarily include coupling the grid-enabled system to a subset of ocean circulation, sea-state, surge, hydrologic, atmospheric boundary layer, and impacts models. These individual coupled models could themselves be implemented and run on a grid. 

Such applications, like many other computational problems, have resource requirements that require a computational grid. Even if a working sequential application exists, it is difficult to build, debug, deploy, and maintain its “equivalent” Grid enabled application. To meet the project objectives, we will also investigate techniques and tools to simplify the process of grid enablement, as well as implement components of a system in a grid-wise fashion. 

In this project, the work will be decomposed into two subtasks: 

Ensemble of WRF simulations executed on a Grid 
Since the results of WRF predictions will vary considerably depending on the initial conditions and selection of physics parameterizations, a common use is to run an ensemble of simulations and vary one or both of these elements to achieve a distribution of model solutions. These model simulations are then used to choose a preferred member, a blend or a derived ensemble mean along with a measure of uncertainty. The objective of this subtask is to execute different instances of the ensemble on different nodes of a computational Grid. The individual members are aggregated across the grid to determine a solution as described above. Hardware resources necessary to conduct experiments with the individual ensemble members in model cycle times necessary for useful deployment would include a cluster with high speed interconnections. 

Transparent Grid Enablement
The lack of an appropriate programming model for grid computing is a major inhibitor in the emergence of grid-enabled applications, which is a focal point of the computer science and engineering portion of this project. In this subtask, we aim to address this issue by integrating Transparent Shaping developed at FIU, which allows introduction of static and dynamic adaptation in applications, and GRID Superscalar] developed at BSC, which allows conversion of a sequential code to a 

parallel code ready to be run in the grid. This new programming model will include a supporting runtime and middleware that adapts execution of grid-enabled applications as a response to the changes in the grid environment (e.g., the availability of resources such as the number of available computational nodes, the available network bandwidth, and the available data storage).
